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 SPeR – A 
(Chemometrics)  

  
Basic Theory  

 Lesson 5 



NIRA – Near Infrared Analysis – First paper by Ben Gerah and Norris 1967 (NIR- 1-
2.5um)  
 
Also can be found as Sper-ANear Infrared Spectroscopy   

Non of these  terms, as well  as the vis-NIR  reflects what we 
are realy doing:  chmometrics based on (reflectance) 

spectroscopy  

As we measure Reflectance and  do Spectral Analysis  the correct term 
should be : 
 

 

SpeR - A  (Spectral Reflectance  -  Analysis). It can be done  in the VNIR-SWIR, in the 

VNIR or in the SWIR  

Some information and a suggestion 

It is also a spare method for the wet chemistry  



Chemomatrics  

Chemometrics is the science of extracting information from chemical systems 
by data-mining  means.  
 
It is a highly interfacial discipline, using methods frequently employed in core 
data-analytic disciplines such as multivariate statistics, applied mathematics, 
and computer science, in order to address problems in chemistry, 
Spectroscopy , biochemistry, medicine, biology and chemical engineering.  

http://en.wikipedia.org/wiki/Multivariate_statistics
http://en.wikipedia.org/wiki/Applied_mathematics
http://en.wikipedia.org/wiki/Computer_science
http://en.wikipedia.org/wiki/Chemistry
http://en.wikipedia.org/wiki/Chemistry
http://en.wikipedia.org/wiki/Biochemistry
http://en.wikipedia.org/wiki/Medicine
http://en.wikipedia.org/wiki/Biology
http://en.wikipedia.org/wiki/Chemical_engineering


Spectral – Chemomatrics 
Sper-A   

• Using spectral data  to predict chemical AND 
physical information  

 

•  Spectral-  data mining  (mathematics and 
statistics)  

 

 



Sper-A   

Unknown 
application  



Hidden  

Existing   

Dynamic  

Many applications are still NOT used in Sper-A 
 

ASD 20 anniversary workshop, Boulder US, October  2009   







Tools for Sper-A 

(Ways to analyze the data) 

(Means  to analyze the data) 

(Means  to collect the data) 

(Utilization the analyzed data ) 





http://www.powershow.com/view/11d5b9-MTYzN/INTRODUCTION_TO_CHEMOMETRICS_powerpoint_ppt_presentation 

http://www.powershow.com/view/11d5b9-MTYzN/INTRODUCTION_TO_CHEMOMETRICS_powerpoint_ppt_presentation
http://www.powershow.com/view/11d5b9-MTYzN/INTRODUCTION_TO_CHEMOMETRICS_powerpoint_ppt_presentation
http://www.powershow.com/view/11d5b9-MTYzN/INTRODUCTION_TO_CHEMOMETRICS_powerpoint_ppt_presentation
http://www.powershow.com/view/11d5b9-MTYzN/INTRODUCTION_TO_CHEMOMETRICS_powerpoint_ppt_presentation
http://www.powershow.com/view/11d5b9-MTYzN/INTRODUCTION_TO_CHEMOMETRICS_powerpoint_ppt_presentation
http://www.powershow.com/view/11d5b9-MTYzN/INTRODUCTION_TO_CHEMOMETRICS_powerpoint_ppt_presentation
http://www.powershow.com/view/11d5b9-MTYzN/INTRODUCTION_TO_CHEMOMETRICS_powerpoint_ppt_presentation
http://www.powershow.com/view/11d5b9-MTYzN/INTRODUCTION_TO_CHEMOMETRICS_powerpoint_ppt_presentation


There are Two Basic Ways  

• Supervised:  Known features  with significant 
changes  

 
 

• Unsupervised: No spectral features are 
known for the application, no spectral 
features are seen by naked eyes  

For the unsupervised – sophisticated “data mining” too is 
needed (chemometrics approach)   



Supervised  

Difference: Some times  visible, some time s not  



1 0 

Un supervised  

Data mining 
approach  

No apriori knowledge  is known  



• Multivariate Regression (MLR)  
• PCA 
• PCR 
• PLSR 
• Neural Net Work 

Methods for  the Un supervised (Examples)  



Pre processing  stage:  
 any method that orthogonally applies to all variables data set   

• Smoothing 
• Derivation 
• Normalization  
• A = log (1/R) 
• Others 

 

Normalization  

Examples:  



r= cos (a) 

Linear Regression 
  



No correlation  

High  correlation  

Medium correlation  



Stepwise multiple regression 

• Stepwise regression is designed to find the most 

parsimonious set of predictors that are most 

effective in predicting the dependent variable. 

 

• Variables are added to the regression equation 

one at a time, using the statistical criterion of 

maximizing the R² of the included variables. 

 

• When none of the possible addition can make a 

statistically significant improvement in R², the 

analysis stops. 



Multiple Regression 

Case:  1   2   3   4   5   6   7   8    9   10 

Children (Y): 2   5   1   9   6   3   0   3    7    7     

Education (X1) 12 16 2012  9  18  16 14  9   12 

Income 1=$10K (X2): 3   4   9   5   4  12  10  1   4    3    

 

Y 

X1 X2 

0 

What multiple regression 

does it fit a plane to 

these coordinates? 



Multiple Regression 

• Mathematically, that plane is: 

 Y = a + b1X1 + b2X2 

 a = y-intercept, where X’s equal zero 

 b=coefficient or slope for each variable 

 

 For our problem, the equation is: 

 Y = 11.8 - .36X1 - .40X2 

 Expected # of Children = 11.8 - .36*Educ - .40*Income  

 

 



Multiple Regression 

Model Summary

.757a .573 .534 2.33785

Model
1

R R Square

Adjusted

R Square

Std.  Error of

the Estimate

Predictors: (Constant), Income, Educat iona.  
ANOVAb

161.518 2 80.759 14.776 .000a

120.242 22 5.466

281.760 24

Regress ion

Res idual

Total

Model

1

Sum of

Squares df Mean Square F Sig.

Predic tors : (Constant), Income, Educat iona.  

Dependent Variable: Childrenb.  

Coefficientsa

11.770 1.734 6.787 .000

-.364 .173 -.412 -2.105 .047

-.403 .194 -.408 -2.084 .049

(Constant)

Education

Income

Model

1

B Std.  Error

Unstandardized

Coeff icients

Beta

Standardized

Coeff icients

t Sig.

Dependent Variable: Childrena.  

Y = 11.8 - .36X1 - .40X2 

57% of the variation in 

number of children is 

explained by education 

and income! 

 



Multiple Regression 

Model Summary

.757a .573 .534 2.33785

Model
1

R R Square

Adjusted

R Square

Std.  Error of

the Estimate

Predictors: (Constant), Income, Educat iona.  
ANOVAb

161.518 2 80.759 14.776 .000a

120.242 22 5.466

281.760 24

Regress ion

Res idual

Total

Model

1

Sum of

Squares df Mean Square F Sig.

Predic tors : (Constant), Income, Educat iona.  

Dependent Variable: Childrenb.  

Coefficientsa

11.770 1.734 6.787 .000

-.364 .173 -.412 -2.105 .047

-.403 .194 -.408 -2.084 .049

(Constant)

Education

Income

Model

1

B Std.  Error

Unstandardized

Coeff icients

Beta

Standardized

Coeff icients

t Sig.

Dependent Variable: Childrena.  

Y = 11.8 - .36X1 - .40X2 

r2 

 (Y – Y)2  -  (Y – Y)2 

            (Y – Y)2 

 

 

161.518 ÷ 261.76 =  .573 

 



Multi Linear Regression (MLR) for Sper-A 

The number of Independent Variable (spectral 

information) must be equal or lower than the samples’ 

number (10% is recommended). 
 

Example:  A spectrometer has 1000 wavelengths (independent variables)  

To run MLR for any attribute the number of soil samples has to be 100,000 !  

 

Solution: 

 

Finding from the 1000 wavelength the few that are highly correlated to the 

property in question and only then, run MLR. 

 

If we have 40 samples we must select 4> wavelengths  

As this is not realistic- a method to compress the wavelengths into 

meaningful number is needed 



How we do that?  

Correlogram:  Spectrum of  l against R 



Spectral (y)  Attributes (x)  R  

X vs.  Y(l, 1,2,3,4,5.6,7)   R  

Sample  



Correlogram  



Examples from the  Literature (high spectral resolution)   



Once the wavelengths are selected  

Run  

 
• MLR 

 
• PCA 

 
• PLSR  



Principal Component Analysis 

(PCA)  



Redundant  spectral  information:  PCA reduction  



Data Reduction 

• summarization of data with many (p) 
variables by a smaller set of (k) derived 
(synthetic, composite) variables. 

n 

p 

A n 

k 

X 



Data Reduction 

• “Residual” variation is information in A 
that is not retained in X 

• balancing act between 
– clarity of representation, ease of 

understanding 

– oversimplification: loss of important or 
relevant information. 

 



Principal Component Analysis 

(PCA) 

• probably the most widely-used and well-
known of the “standard” multivariate 
methods 

• invented by Pearson (1901) and Hotelling 
(1933) 

• first applied in ecology by Goodall (1954) 
under the name “factor analysis” (“principal 

factor analysis” is a synonym of PCA). 

 



Principal Component Analysis 

(PCA) 

• takes a data matrix of n objects by p 
variables, which may be correlated, and 
summarizes it by uncorrelated axes 
(principal components or principal axes) 
that are linear combinations of the 
original p variables 

• the first k components display as much as 
possible of the variation among objects. 

 



Geometric Rationale of PCA 
• objects are represented as a cloud of n 

points in a multidimensional space with an 
axis for each of the p variables 

• the centroid of the points is defined by 
the mean of each variable 

• the variance of each variable is the 
average squared deviation of its n values 
around the mean of that variable. 
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Geometric Rationale of PCA 
• degree to which the variables are linearly 

correlated is represented by their 
covariances. 
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Sum over all  
n objects 

Value of  
variable j 
in object m 

Mean of 
variable j 

Value of  
variable i 
in object m 

Mean of 
variable i 

Covariance of 
variables i and j 



Geometric Rationale of PCA 

• objective of PCA is to rigidly rotate the 
axes of this p-dimensional space to new 
positions (principal axes) that have the 
following properties: 
– ordered such that principal axis 1 has the 

highest variance, axis 2 has the next highest 
variance, .... , and axis p has the lowest 
variance 

– covariance among each pair of the principal 
axes is zero (the principal axes are 
uncorrelated). 
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• each variable is adjusted to a mean of 
zero (by subtracting the mean from each value). 
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Principal Components are Computed 

• PC 1 has the highest possible variance (9.88) 
• PC 2 has a variance of 3.03 
• PC 1 and PC 2 have zero covariance. 
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• each principal axis is a linear combination of the original 
two variables 

• PCj = ai1Y1 + ai2Y2 + … ainYn 
• aij’s are the coefficients for factor i, multiplied by the 

measured value for variable j  
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• PC axes are a rigid rotation of the original variables 

• PC 1 is simultaneously the direction of maximum variance 
and a least-squares “line of best fit” (squared distances 
of points away from PC 1 are minimized). 

 



Example for PCA  
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Eigenvalue  
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Scores and Loadings  



52 



Inter corelation between variables  helps to better correlates: PLSR 1 



54 



55 





57 
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PLSR2  

Taking into account ALL  variables (and not one variable) and wavelengths   

Wavelengths  variables 



PLSR 

Principal Components 

(PC) 

Original variables  

X 

Y 

um 

tm 

Home made (Matlab) Commercial (The Unscrambler) Software 

MODEL CHECK PARAMETERS 

n

)yy(
n

i

KNOWNCALC



1

2

 EXPLAINED VARIANCE 

 RMSEP 

Dependent variables 

3 o 4 concentration values 

Independent variables  

256 absorbance values 
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Sper-A model 
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SEC > RMSEP 

 

RPD > 1.6 

 

R2c > R2p  

SE(chem) =   [SD(i)] 

                           n-1  

 GAM=   SE(chem) 

              SEP 

 

   0 <  GAM < 1  

GAM (General  Accuracy Measure) 

Yref(Max)-Yref (Min) 

              SEP 

RMSEP =    (Ypred-Yref)2 

                       n -1 – p 

 

SEP =    (Ypred-Yref)2  - Bias2 
                       n -1 

 

SEC =    (Ypred-Yref)2 

                       n 

PA = 

Statistics for QA/QI in NIRS 



65 

Sper -Analysis Basic Rules    

2 (3) groups 

 

• Calibration  

• Validation  

 

• Examination (test)  

 

Y(max-min) cal = Y(max-min) val  

1) Running a  model on the Cal set  applying the model on the 

Val set 

2) Running a cross calibration modeling on all samples  applying 

the model on examination set   

Two ways:   



66 

Analysis can be done by  

Using existing statistics software : MATHLAB, SPSS, SAS   

Specific software  dedicated for Sper – A 
 
• Unscrambler  

 
• Paracuda 
  
  



 The Unscrambler® 

A Handy Tool for Doing 

Chemometrics 
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Steps to use Unscrabmer  

Data can be import from Excel  

Wavelength  

Chemistry  

Sample Number  

Excel  





The  data not for calculation :  Wavelengths, sample number  (if exists in Excel)  

Select the correct sheet in the Excel 
open file!!!  



The Excel data in Unscrambler environment  

The yellow column and raw are NOT for calculation!  



Preparing Unscramble data for processing:   

U = E T  

Unscrambler  Excel  



Unscramble Transposed  

Wavelength  

Chemistry  

Sample Number  



Copy chemistry from Excel  



Spectra  Spectra  chemistry 

If one attribute is needed (PLS)   

If two or more attribute are used 
simultaneously (PLS)     





Change 





















Save the model and Close the Cal results , 
 go to  predict  







PLSR results with 5PC  

No correlation between PCs  

PC loadings  

Best wavelengths  

Correlation  
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Preprocessing  

Raw reflectance (R)  Manipulated data (M)   

(Then running statistical method to perform a model )  

Manipulation is any mathematical analysis done on the data base equally  

(every spectrum treated the same)  

1) Noise reduction (moving average) 

2) CR (Continuum Removal)  

3) Derivatives (first, second) 

4) R  log (1/R) 

5) Data reduction (from n wavelength number  to n/m  number  (m > n) 

6) Kubelka Munk   

Some used examples:  

In any SpeR-A preprocessing is a major stage to go 
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As Sper-A  is an Empirical Approach there is no way to 

know which manipulation will lead the best performance  

Some  common Multiple  Combinations:  

 

1) Smoothing log(1/R)  Derivative  CR  

2) log (1/R)  smoothing  CR derivative 

3) Smoothing reduction  Derivative  

  

  

It is possible that more than one mathematical calculation will be used. 

It is almost impossible  to run all preprocessing with all 
data mining algorithms  
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The Solution  
 
 

A  program that will do it automatically  
providing only the “best model”  



Modeling 

 The Problem: 

 Modeling spectroscopy data is a complicated task due to 
many preprocessing procedures available. 

 An “All options” approach is the best solution for reliable 
models, but very difficult to implement to many 
reasons: 

 Computing Power 

 No automated software available 

 Skilled personal 

 Complicated algorithms 

 Limited software capabilities 



Paracuda 

 The Solution: 

 Design a software suite that will include: 

 All Preprocessing algorithms. 

 All NIRA Statistical approaches. 

 Automated processing system to utilize the “All Possibilities” 
approach. 

 Distributed computing system for rapid model evaluation. 

 

 

A Simple “One Click” solution 



Paracuda Data Management 
(Excel Plug-in) 

 

Paracuda Job 
Manager 

Paracuda Worker 

Preprocess Data 

Multi-Core Model 
Calculations 

Dimension 
Reduction 

Data Division 
(Train,Val,Test) 

Output Best 
Model and 
Statistics 

Paracuda Job 
Manager Web 

Interface 

Job Generator 
based on 

“All Possibilities”  
Approach 



Paracuda Excel Plug-In 



Paracuda Web-Interface 

 Statistical Parameters 
provided to the user: 
 Correlation 

 RMSEP 
 SEP 

 Bias 

 SDtY 

 RPD 

 



Parcuda  :  Comercial Solution for non professional users:   

1) By credit (how much CPU time you want)  
2) Send raw data (Refinance matrix and attributes) 
3) Get back the best model with information on: 

what manipulation stream yielded the best 
model, the model to be used on other data bases, 
statistic parameters,   
 

Advantageous:  No need to spend hours to find a model, No need to 
be professional statistician, No need to learn or purchase 
sophisticated software, send and forget.   


